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Thresholds were measured for detecting pairs of briefly flashed stimuli displayed successively at variable
onset asynchronies. The stimuli were 1 cycle/deg vertical sinusoidal gratings, modulated either in luminance
(yellow-black) or in color (red-green). The successive presentations were either of the same contrast (positive)
or of opposite contrast (negative), yielding four separate summation curves: positive and negative summation
for color and for luminance. Both the positive and the negative curves followed a shorter time course for lumi-
nance than for color, implying a faster response at threshold. To calculate impulse response functions from the
summation data, we assumed that the neural impulse response from two successive stimuli sum linearly at
threshold, that thresholds are determined by probability summation of the combined impulse response over
time, and that the impulse response can be described by an exponentially damped frequency-modulated sinu-
soidal function with four free parameters. The predicted impulse responses for luminance and for color are
quite different, being biphasic for luminance and monophasic for color. Fourier transform of these functions
yielded estimates of the amplitude and the phase functions of hypothetical visual detectors: the amplitude
functions predicted well the contrast sensitivity of counterphased gratings (as a function of temporal frequency)
both for luminance and for chromatic stimuli.

1. INTRODUCTION

Evidence from a wide range of studies has shown that the
temporal properties of chromatic visual mechanisms are
different from those of luminance visual mechanisms.
Sensitivity for luminance flicker is band pass, whereas
that for chromatic flicker is low pass (for both uniform
and patterned stimuli), and the temporal resolution is
much lower for chromatic modulation.',2 Simple reaction
times for chromatic transients (hue substitution) are con-
siderably slower than for luminance transients under simi-
lar conditions, 3 by 40-80 ms (depending on wavelength),
and simultaneity judgments suggest that both the appar-
ent onset and the apparent offset of a briefly displayed
chromatic stimulus lag behind those of a similar lumi-
nance stimulus. 4 Latency estimates from visual evoked
potentials 5 are also consistent with longer processing
times for chromatic stimuli, about 40 ms for the particu-
lar stimuli used (red-green of a standard color monitor).

Summation studies provide perhaps the clearest indica-
tion of the temporal characteristics of a system, and these
studies also point to longer processing times for chromatic
stimuli. Thresholds for detecting chromatic change
(purity thresholds) decrease with time for longer periods
than do thresholds for luminance change6'7 suggesting
longer integration times.

The impulse response (the theoretical response to an in-
finitely short stimulus) is a fundamental characteristic of
any system, as it predicts how the system will respond to
any arbitrary stimulus (over a given linearity range), and
it is conveniently related to the frequency response by

means of the Fourier transform. The impulse response of
the luminance system has been studied extensively6-12
with a variety of techniques. One technique is to esti-
mate the impulse response from flicker-sensitivity
curves, from the Fourier transform. Since the flicker-
sensitivity data contain information only about amplitude,
the phase spectrum must be assumed, and most studies
assume minimum phase (discussed in Subsection 4.B).
With this approach, Swanson et al.7 derived impulse-
response functions from flicker thresholds and suggested
basic differences between luminance and chromatic vi-
sion: impulse responses for luminance stimuli were di-
phasic, and those for chromatic stimuli were monophasic.
They then went on to show that these hypothetical im-
pulse responses predicted the different forms of summa-
tion threshold, nicely combining the periodic with the
aperiodic approaches to studying temporal characteristics.

One powerful and direct technique for estimating im-
pulse responses is to measure sensitivity for two consecu-
tive pulses as a function of pulse separation.8 Uchikawa
and Ikeda 3 applied this technique in a limited form to
chromatic stimuli by measuring the probability of detect-
ing two consecutive chromatic transients or luminance
transients at various pulse-onset asynchronies. The re-
sponse functions that they derived for chromatic stimuli
were monophasic, of a form similar to those of Swanson
et al.7 However, it should be pointed out that like
Swanson et al., Uchikawa and Ikeda used a minimum-
phase filter to model the data, and this assumption can
influence the form of the predicted impulse response (dis-
cussed further in Section 4).
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The current study extends the two-pulse summation
technique to provide a further estimate of luminance and
chromatic impulse-response functions for patterned stim-
uli. It differs from previous studies in several key re-
spects: (1) the stimuli were spatially modulated gratings
rather than uniform light patches; (2) detection thresholds
(rather than probability of seeing for fixed contrasts) were
measured for all conditions; (3) measurements were made
both for positive summation (identical stimuli) and nega-
tive summation (equal-but-opposite stimuli); (4) minimum
phase was not assumed; and (5) the impulse response
obtained by this technique was compared with flicker
measurements made under similar conditions. The re-
sults agree well with previous studies in suggesting that
the impulse response for luminance vision is diphasic and,
further, suggest that the impulse response for color vision
is monophasic. Implications of the monophasic response
to motion detection and other phenomena are discussed.
These results have been published in abstract form.'4

2. METHODS

A. Stimuli
The stimuli were generated by framestore (Cambridge Re-
search Systems) and displayed on the face of a Barco color
monitor (CDCT 6551), with suitable luminance lineariza-
tion, at 120 frames/s and 500 lines/frame. The wave-
forms were vertical sinusoidal gratings of 0.25 cycle/cm,
corresponding to 1 cycle/deg when viewed from 2.28 m.
The stimulus was vignetted (by software) to a circle of
diameter 23 cm, with the rest of the monitor set to mean
luminance (16 cd/M2 ) and color.

The stimuli were modulated either in luminance or in
chromaticity. Both types of stimuli were made by
combining red and green sinusoidal gratings (produced by
modulation of the red and the green guns of the monitor)
of identical contrast and luminance. The luminance stim-
uli were made by summing the red and the green grat-
ings, and the chromatic stimuli were made by subtracting
them (adding in counterphase). To minimize stimulation
of short-wavelength cones, the stimuli were viewed
through Kodak Wratten filters (No. 16), which heavily at-
tenuated wavelengths below 520 nm. The CIE coordi-
nateswerered: x = 0.651,y = 0.348; green: x = 0.403,
y = 0.59. Equiluminance was established by flicker pho-
tometry, with the amplitude ratio of red-to-green wave-
forms adjusted to produce minimal flicker of the stimulus
when modulated at 16 Hz.

The gratings were generated on the framestore, with
standard techniques. As the digital-to-analog converters
of the framestore were 8 bits for each color, only 256 lu-
minance levels per color could be controlled directly. To
increase contrast resolution, particularly for conditions in
which observers were more sensitive, the waveform was
sampled in space or in time (or in both). For spatial sam-
pling, 3 pixels in 4 were set to mean luminance, reducing
contrast by a factor of 4 (2 bits); for temporal sampling
every alternate frame was set to mean luminance, provid-
ing another factor of 2 (1 bit). This increased the effec-
tive resolution to 11 bits. The decrease in spatial or
temporal resolution did not affect the experiment, as the
spatial sampling was not resolvable at the observed dis-
tance and the temporal sampling was used only at low-

stimulus temporal frequencies (below 8 Hz). Measure-
ments made in the same condition, with and without
the sampling, confirmed that the spatial and temporal
samplings had the desired effect on contrast.

Two types of stimulus presentation were employed:
either a double presentation of two brief (8-ms) successive
displays or a continuous presentation of a contrast-
reversed grating, vignetted within a temporal Gaussian
window (time constant 230 ms). For the double presenta-
tion the successive stimuli were of either identical or
equal-but-opposite contrast (see Fig. 2 below).

B. Procedure
Thresholds were measured by a two-alternative-forced-
choice procedure. The stimulus was presented in one of
two successive intervals (each marked by a tone), which
observers had to identify by pressing the appropriate
response button. The contrast of both stimuli varied
according to the QUEST procedure,' 5 which estimated
thresholds after each trial and placed the contrast of the
following trial near that estimate. The final estimate of
threshold was made by fitting the frequency-of-seeing
functions (percent correct versus contrast) for all trials of
a given condition (minimum 200 trials per condition) with
a Weibull'6 function:

p = 1 - 0.5 exp[-(C/C,)P], (1)

where p is proportion correct, C is contrast, Ct is contrast
at threshold, and 63 is a constant determining the slope of
the function.

The two free parameters, C, and ,3, were determined by
minimizing the residual mean-square error between data
and prediction, with the simplex'7 algorithm.

3. RESULTS

A. Two-Pulse Summation
Thresholds were measured for detecting pairs of briefly
pulsed gratings presented successively at variable
stimulus-onset asynchronies (SOA's). The two succes-
sive stimuli were of either identical contrast or equal-but-
opposite contrast. The task of the observers was simply
to identify the temporal interval in which the double pulse
occurred: they were not required to give further judg-
ments about the nature of the stimulus. Contrast sen-
sitivity for the task was defined as the inverse of the
contrast of the pulses at threshold.

As outlined in Section 2, the stimuli (both gratings in
the pair) were modulated either in luminance (yellow-
black) or in chromaticity (equiluminance: red-green).
Figure 1 shows the results for all four conditions. The
curves in Figs. 1A and 1B refer to luminance stimuli and
in Figs. 1C and 1D to chromatic stimuli. Open symbols
show data for the positive (same-contrast) summation
condition and closed symbols for the negative (opposite-
contrast) condition. The continuous curves passing
through the data are predictions from the model, to be
discussed in Subsection 3.B.

Consider first the data for luminance-modulated pairs of
identical contrast (Figs. 1A and 1B). At very brief SOAs,
Block's law applies: the two stimuli summate completely,
which increases sensitivity by a factor of 2 compared with
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Fig. 1. Contrast sensitivity for the double-pulse presentations as
a function of SOA. A, B, curves refer to measurements with
luminance-modulated (yellow-black) stimuli; C, D, curves refer to
measurements with chromatic-modulated (red-green) stimuli.
Open symbols, positive summation condition (both stimuli of the
same contrast sign); filled symbols, negative condition (stimuli
reversed in contrast). The data points at zero SOA (positive con-
dition) were obtained by doubling the sensitivity to the single
pulse (dividing it into two pulses, each of half-contrast), so the
sensitivity to a single pulse is a factor of 2 lower than the first
open symbol. Zero SOA in the negative condition is impossible.
The smooth curves passing through the data were obtained by the
fitting procedure described in the text. The square root of the
average squared residual for the combined fit of the positive and
negative conditions were 0.51 (luminance) and 0.99 (color) dB for
TN and 0.87 and 0.99 dB for DB.

that in the single presentation. Summation decreased
steadily with increasing stimulus asynchrony, dropping to
zero near 60 ms, before asymptoting at 1 or 2 dB (12-25o)
above the sensitivity for the single pulse. For the stimuli
of opposite contrast, sensitivity was poor at short SOA's,
improving rapidly to peak near 60 ms (where the positive
curve is minimum) before asymptoting to values similar
to those of the positive condition. Note that at the optimal
offset (60 ms), the stimuli of opposite contrast summate
positively, improving sensitivity by over 4 dB. These re-
sults are similar to many obtained previously with lumi-
nance stimuli.7 -9

The results for the equiluminant stimuli were quite dif-
ferent (Figs. C and D). For the positive condition, sum-
mation decreased more gradually with SOA, reaching an
asymptote around 100 ms (without the slight dip observed
in the curves for the luminance condition). Similarly,
sensitivity for the negative condition increased more
gradually with SOA and did not show the sharp peak evi-
dent in the curves for luminance stimuli. The results for
both conditions suggest that the response to equiluminant
stimuli is more sustained than that to luminance stimuli.

B. Impulse-Response Functions
The data plotted in Fig. 1 suggest basic differences in tem-
poral response to luminance and to chromatic stimuli. To

D. B. quantify these differences better, we attempted to derive

B impulse-response functions for luminance and chromatic
pathways from the data plotted in Fig. 1. To do this, we
made three assumptions:

1. At threshold, the neural responses produced by two
successive stimuli sum linearly over time (small-signal
linearity).

2. Detection thresholds are predicted by probability
summation of the response over time, with the index of
probability summation given by f3 of Eq. (1) (see Ref. 18 for
details and experimental justification of this assumption).

3. The impulse response I(t) can be well approximated
by an exponentially damped, frequency-modulated sinu-

- soid, governed by four free parameters:

I(t) = aoH(t)t sin{27r[alt(t + 1)-a2]}exp(-a3t), (2)

where t is time (in seconds). All parameters aj were posi-
tive: a governs the overall gain of the function, a, gov-
erns the fundamental frequency of oscillation, a2 governs
the modulation of frequency over time, and a3 governs the
steepness of the exponential decay. H(t) is the Heaviside
function:

H(t) = 0, t < 0;

H(t) = 1, t 0.

Put simply, Eq. (2) describes a function that commences
at zero and oscillates over time with decreasing (or con-
stant) frequency, while being progressively damped to
zero. The function is multiplied by t so that continuity of
the function and its first derivative at t = 0 is ensured.
With four free parameters, the function can take on a vari-
ety of forms, which correspond to many reasonably stable
filter responses."

From assumption 1 (small-signal linearity), the visual
response R(t, T) to two stimuli of equal contrast presented
briefly with temporal offset T will be given by the sum of
the two impulse responses I:

R(t, ) = K[I(t) + sI(t + T)], (3)

where s = ±1, depending on whether summation was posi-
tive or negative.

From the probability-summation assumption, sensitivity
S(T) at SOA T is determined by raising the absolute value
of the function R(t, T) to the power /B [from Eq. (1)], inte-
grating over time, and raising the result to the power 1/13:

S(r) = [f IR(t, r)|Pdtl. (4)

Because the integral of Eq. (4) is not easily solved ana-
lytically, we calculated the parameters for the impulse-
response functions with a reiterative procedure, simplex'7

that minimized the least-squares error between data and
predictions.

Figure 2 illustrates the procedure for two experimental
conditions: stimuli of either identical (Fig. 2A) or oppo-
site (Fig. 2B) contrast, presented at 60 ms SOA. Each
presentation was assumed to produce a neural impulse re-
sponse that, for a given set of parameters of Eq. (2), will
resemble the responses shown in Figs. 2C and 2D (dashed

D. C. Burr and M. C. Morrone



Vol. 10, No. 8/August 1993/J. Opt. Soc. Am. A 1709

B

100 200 300 400

4000

0

2000 I

0

-2000

-4000

4000

0 100 200 300 400

F
2000 

0 -_

-2000

0 100 200 300 400 0 100 200 300 400

TIME (ms)
Fig. 2. Illustration of the technique for predicting summation
curves from impulse-response functions. A and B illustrate the
stimuli: two brief pulses with stimulus-onset-asynchrony of
60 ms, of either the same (positive condition) or opposite (nega-
tive condition) contrast. C and D illustrate an example of
impulse-response functions elicited by each pulse. Assuming
that the responses sum linearly, the resultant response is shown
in E and F To obtain sensitivity, the absolute values of these
curves are raised to the power 13 of Eq. (1) (evaluated as 4.0) and
integrated over time, and the result is raised to the power 1/18. It
is obvious that at this SOA, the hypothetical impulse response to
the two stimuli of opposite contrast will be stronger than the re-
sponse to one stimulus alone or to the pair of the same contrast.

curves indicate responses to the second stimulus). As-
suming that the responses sum linearly, the combined
responses will be as shown in Figs. 2E and 2 These
responses were then summed probabilistically over time
[following Eq. (4)] to give an estimate of sensitivity for
each condition. The logarithm of this estimate was sub-
tracted from the logarithm of the measured sensitivity at
that condition and squared to give an estimate of residual
error. This procedure was repeated for each data point
and the squared residuals summed to give an estimate of
total residual error. The simplex'7 procedure minimized
this error by repeatedly adjusting the parameters of Eq. (2),
and it reestimated the sum of residuals. After 4000-5000
iterations, the improvement of each iteration was mar-
ginal (<0.0001%), and the procedure was terminated.

The continuous curves of Fig. 3 show the hypothetical
impulse-response functions that produced the best fit of
the data plotted in Fig. 1 (the dashed curves are minimum-
phase functions, discussed in Subsection 3.C). For both
observers, the luminance impulse response was quite
different from the chromatic response. The luminance
functions are diphasic, with a clear negative lobe following
the initial positive response, while the chromatic func-
tions are virtually monophasic, with a single positive lobe
(except for a slight secondary ripple with observer DB).
The time to peak is much faster for the luminance func-
tions, about 26 ms, compared with 53 ms for color. Note,

however, that this delay is relative to the onset of the im-
pulse response, not an estimate of absolute delay in the
visual system.

The continuous curves of Fig. 1 show the thresholds pre-
dicted from the impulse response. In all cases the curves
follow the data reasonably well. The average deviation
from the data (given by the square root of the average
squared residual) was less than 1 dB (<0.05 log unit).

It is fairly easy to understand intuitively how the differ-
ent forms of impulse response lead to the different sum-
mation curves of Fig. 1. For example, the strong positive
summation of luminance stimuli of opposite contrast re-
sults from the fact that at SOA's of -60 ms, the second
(negative) lobe elicited by the first stimulus will coincide
with the first (negative) lobe elicited by the second stimu-
lus, giving positive summation. When the stimuli have
the same phase, the positive and negative lobes will tend
to oppose each other, thus decreasing sensitivity. The ex-
ample of Fig. 2, which uses the hypothetical luminance
impulse response for DB, illustrates this point. However,
because the chromatic impulse response is monophasic,
both the positive and the negative summation curves tend
to decrease or increase monotonically with SOA.
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Fig. 3. Continuous curves show hypothetical impulse-response
functions for luminance (A, B) and color (C, D), derived from the
data plotted in Fig. 1 (see text for details). The dashed curves
show impulse responses for minimum-phase filters with identical
amplitude spectra (for the chromatic condition, they superimpose
exactly for both observers). All continuous curves are described
by Eq. (2), with the parameters given in Table 1.

Table 1. Parameters of Eq. (2), Describing
Impulse-Response Functions Shown in Fig. 3

Luminance Color

D.B. T.N. D.B. T.N.

ao 1.80 X 105 1.50 X 10' 3.08 X 10
4 1.57 X 104

a, 13.6 11.3 5.1 5.67
a2 5.0 4.74 3.54 4.99
a, 27.3 22.2 24.2 17.9
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Fig. 4. Gain and phase of hypothetical filters for luminance
(solid curves) and color (dashed curves), obtained by discrete
Fourier transform of the impulse-response functions plotted in
Fig. 3.

C. Temporal-Frequency Tuning
For a linear system, the temporal-frequency tuning func-
tion is related directly to the impulse response by means
of the Fourier transform. Since we have assumed an ap-
proximation of linearity near threshold (assumption 1),
hypothetical tuning functions for the luminance and the
color visual systems can be obtained by taking the Fourier
transform of the impulse response plotted in Fig. 3. The
results are shown in Fig. 4. As is to be expected, the
amplitude curves for the luminance condition are band-
pass functions, peaking around 8 Hz and attenuating for
higher and lower frequencies. The gain curves for the
color condition, however, are low pass, beginning to at-
tenuate around 5 Hz and cutting off more quickly than
gain curves in the luminance condition.

The phases associated with the amplitude spectra are
interesting. Inspection would suggest that at least for the
luminance condition, the filters are not minimum phase.
To evaluate the deviation from minimum phase, impulse
responses were calculated from the amplitude spectra
plotted in Fig. 4, with phase spectra calculated from the
Hilbert transform of the logarithm of the amplitude spec-
tra.20 For the chromatic condition, the minimum-phase
impulse responses exactly superimpose those obtained di-
rectly, showing that these responses are in fact minimum
phase. However, for the luminance condition, the two
minimum-phase impulse responses differ from those ob-
tained directly, showing that Eq. (2) does not necessarily
correspond to a minimum-phase filter.'9

D. Predicting Steady-State Thresholds
The frequency tuning curves of Fig. 4 have a form similar
to that of the temporal contrast-sensitivity curves ob-
tained with drifting or counterphased gratings.' How-
ever, to test whether the impulse responses quantitatively
predict contrast-sensitivity measures, we measured con-
trast sensitivity of contrast-reversed gratings under the
same conditions as those used for the double-pulse thresh-
olds. These measurements were made with counter-
phased gratings, vignetted by a Gaussian window of
230-ms time constant, using the forced-choice procedure
described in Section 2. The results of the measurements,
for both luminance and chromatic stimuli, are shown by
the symbols in Fig. 5.

The response of a linear system to any stimulus is given
by convolving the stimulus with the impulse response. As
before, we assume that detection threshold is determined
by probability summation of the response over time. For
each temporal frequency o, sensitivity S(w) is given by

S(co) = [f JRwot)Jdt] , (5)

where R(w, t) is the response over time, given by convolu-
tion of the impulse response with the stimulus, and 3
[from Eq. (1)] is the probability-summation index, taken
as 4.0, the average experimental value.

The continuous curves of Fig. 5 show the temporal sen-
sitivity curves for luminance and for color predicted from
the impulse response. The agreement between predicted
and measured sensitivity is good. The average deviation
from the data (square root of average squared residual) is
about 3 dB, a reasonable approximation given that there
were no free parameters in the fitting procedure.

4. DISCUSSION

This study was designed to estimate the impulse response
of color and luminance vision to patterned stimuli. At
the level of light adaptation (147 Td) and spatial frequency
(1 cycle/deg) used in this study, the estimated impulse-
response function for luminance stimuli was diphasic,
while that for color was monophasic.

A. Assumptions
The data analysis rested on three major assumptions:
(1) small-signal linearity, (2) probability summation at
threshold, and (3) that the impulse-response functions for
both luminance and color could be approximated by the
exponentially damped frequency-modulated sine wave
of Eq. (2).

Small-signal linearity is a standard assumption for most
studies of this type and finds some justification in the lit-
erature.9l0 Further support is given by the fact that the
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thresholds for both chromatic and achromatic contrast-
reversed gratings were predicted well by convolution of
the impulse response with the stimulus and applying the
same model of probability summation. Any major nonlin-
earity should be revealed by a systematic mismatch be-
tween predicted and measured thresholds, at least at some
temporal frequencies.

Probability summation results simply from the fact that
multiple observations over time increase the probability of
a response from a noisy detection process.2 ' This phe-
nomenon does not rest on any specific model of detection,22

and many empirical studies have shown that it can ac-
count for much of the dependency of sensitivity on spatial
or temporal extent.' 8 For many applications, taking ac-
count of the probabilistic effects of independent detectors
may have little effect, but, as Watson2 ' has demonstrated,
it can be important in predicting impulse-response func-
tions. A further advantage of this approach is that the
identical model could be applied to predicting two-pulse
and flicker thresholds, which may explain in part why the
predictions were better than many previous attempts.

The third assumption was that the functions could be
modeled by an exponentially damped frequency-modulated
sinusoid with four free parameters, governing overall gain,
fundamental frequency, frequency modulation, and damp-
ing. We favored this function over the more conventional
n-pole filter, because we found that with fewer degrees of
freedom it converged more readily on the data,'9 irrespec-
tive of initial conditions (which often can be a problem'0).
To test whether the function was overly restrictive, we al-
lowed the phase of the sinusoidal modulation to vary at will
and found that it always tended to settle at 0 (or 180 deg).
However, with this extra parameter, the fitting procedure
was less robust and did not always converge.

B. Comparison with Other Estimates of Impulse Response
Since the choice of analytic function that describes the
impulse response will to some extent influence its shape,
it is interesting to compare the results with previous re-
sults. Many estimates of impulse response assume that
the response derives from a minimum-phase filter, a
causal filter that produces the minimal number of oscilla-
tions and the smallest first moment for any given ampli-
tude spectra.2 4 Given these properties, it is therefore not
surprising that impulse responses derived with this pre-
diction tend to be monophasic for color and diphasic for
luminance.

Because the analytic expression describing our impulses
does not assume minimum phase,'9 it is interesting to com-
pare our results with those from a minimum-phase filter
of the same amplitude spectrum. The simulations2 5 show
that the measured impulse responses for the chromatic
condition, but not those of the luminance condition, were
minimum phase. However, the luminance impulse re-
sponses did not diverge drastically from minimum phase
and were clearly diphasic.

Most previous estimates of impulse response for lumi-
nance stimuli predicted a diphasic response of the type
shown in Fig. 3. However, Rouffs and Blommaertl' (in
one of the few studies that does not assume minimum
phase) predicted triphasic impulse-response functions for
the luminance system, with the second lobe the highest
in amplitude (but see also Watson2 3). This result was

reinforced by Tyler,'2 with a clever technique requiring
subjects to adjust the phase spectrum of the temporal
waveform directly.

To discriminate unambiguously between the two possi-
bilities would require far more subtle techniques than
those used here and elsewhere. We merely point out that
the diphasic response of the type suggested here is more
consistent with evidence suggesting faster reaction times,3
apparent onset and offset,4 and VEP latency5 than a
triphasic function in which the major response develops
late, about the time of the single peak in the chromatic
response. The difference in time to peak of the lumi-
nance and chromatic impulse responses of Fig. 3 are
-30 ms, which is similar to the estimate obtained by vi-
sual evoked potentials5 under conditions similar to those
described here.

The chromatic impulse responses are similar in general
shape to those estimated previously by the two-pulse tech-
nique" but are somewhat faster, about 60 ms compared
with 120 ms. This difference may reflect differences in
the experimental conditions (100 compared with 147 Td,
45' spot compared with 1 cycle/deg grating), or it may re-
sult from the fact that the previous data were collected
only for positive summation (providing less constraint) or
from the different fitting procedures. However, the esti-
mates of both luminance and chromatic impulse responses
follow more closely those of Swanson et al.7 both in general
shape and in time to peak. For the conditions most simi-
lar to those used here (90-Td, 2-deg patch; see Fig. 3 of
Ref. 7), the chromatic impulse response is -70 ms and the
luminance impulse response is -40 ms.

Note also that although the precise form of the impulse
response for luminance may depend to some extent on the
constraints imposed by the fitting procedure, the data re-
ported here show that the functions for chromatic stimuli
are clearly different and are monophasic. This conclus-
tion is easily appreciated by inspection of the summation
data. A second negative lobe in the impulse response
must lead to positive summation of stimuli of reversed po-
larity at some SOA's together with negative summation
(inhibition) of stimuli of identical polarity at these asyn-
chronies. Yet both positive and negative summation
curves were clearly monotonic for both observers, asymp-
toting at the same level with no crossovers.

The impulse response of retinal ganglion cells (derived
from the amplitude and the phase spectra for small sig-
nals)26 show interesting similarities to those suggested
here. Cells that project to geniculate magnocells respond
to luminance stimuli in a way consistent with a diphasic
impulse response (similar to the luminance responses of
Fig. 3), while cells projecting to parvo cells have almost
monophasic impulse responses, again not unlike those
reported here.

C. Motion
One of the most striking qualitative differences between
luminance and chromatic vision is that the sensation of
motion is greatly reduced at equiluminance: the motion
of purely chromatic stimuli appears slower, jerkier, and
less compelling than that induced by luminance stimuli.27

Most recent models of motion perception rely on front-end
units with spatiotemporal impulse-response functions that
show inhibition in both space and time.28 It is tempting
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to suggest that the weakened sensation of motion at equi-
luminance may result directly from the lack of the tem-
poral inhibition that is necessary for constructing the
velocity-tuned filters for first-order motion sensation.

While most visual illusions are preserved to a greater or
lesser extent at equiluminance, metacontrast masking
disappears completely.2 9 Metacontrast has been linked
closely with motion and may be explained readily as a
result of fusion or summation of the stimuli by spatio-
temporally tuned motion mechanisms.' 0 Again, the lack
of temporal inhibition in chromatic mechanisms is consis-
tent with the failure of the spatiotemporally separated
stimuli to summate with one another, which would explain
the lack of metacontrast at equiluminance.
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