A feature-tracking model simulates the motion direction bias induced by phase congruency
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Here we report a new motion illusion where the prevailing motion direction is strongly influenced by the relative phase of the harmonic components of the stimulus. The basic stimulus is the sum of three sinusoidal contrast-reversing gratings: the first, the third, and the fifth harmonic of two square wave gratings that drift in opposite direction. The phase of one of the fifth components was kept constant at 180 deg, whereas the phase of the other fifth harmonic was varied over the range 0–150 deg. For each phase value of the fifth harmonic, the motion was strongly biased toward its direction, corresponding to the direction with stronger phase congruency between the three harmonics. Results show that the contrast of high harmonics had to be increased by more than a factor of 10, to achieve a balance of motion for phase differences greater than 60 deg between the two fifth harmonics. We also measured the dependence on the absolute phase of harmonic components and found that it is not an important parameter, excluding the possibility that local luminance cues could be mediating the effect.

A feature-tracking model based on previous work is proposed to simulate the data. The model computes local energy function from a pair of space-time separable front stage filters and applies a battery of directional second stage mechanisms. It is able to simulate quantitatively the phase congruency dependence illusion and the insensitivity to overall phase. Other energy models based on directional filters fail to simulate the phase congruency dependency effect.
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Introduction

There are several examples of moving visual stimuli comprising a small number of harmonic components that produce interesting phenomena: the components can be perceived as to move independently or to form a coherent moving pattern depending on the particular parameters of each component.

A nice example, easy to replicate in any laboratory, is provided by two sinusoidal gratings of equal contrast, orientation and spatial frequency moving with the same speed in opposite directions. The stimulus appears as a single grating sinusoidally modulated in contrast (counterphase grating) over a wide range of spatiotemporal frequencies and contrasts (see Figure 1A and Movie 1). Conversely, two gratings with square wave luminance profiles drifting in opposite directions, which mathematically correspond to a sum of counterphase sinusoidal gratings of different frequencies, are perceived as two distinct patterns drifting in transparency one over the other (see Figure 1B and Movie 2), especially if presented gradually over time. Intermediate situations, such as two pairs of gratings contrast reversing sinusoidally at different frequencies, may lead to an ambiguous and alternate perceptions of flicker and transparent motion (see Figure 1C and Movie 3), as observed for example for the first and the third harmonic of a square wave. Visual perception changes gradually from flicker to transparent motion, by adding flickering sinusoidal gratings of increasing frequencies (Figures 1C and B; Movies 3 and 2).

These observations on the appearance of simple moving stimuli form part of a more general issue of image segmentation:

• How are different moving components of objects grouped together in the visual scene?
• Are they grouped according to their spatial frequency content or is image segmentation based on grouping elements with similar velocity?
• Is segmentation achieved at an early stage of visual analysis or does it require a priori knowledge about the physical world and a top-down modulation from higher cognitive processes?

It seems that in the first example mentioned above (Movie 1), the two gratings are “grouped” together according to their spatial frequency content because no net motion in any direction is perceived (as shown by the blue ellipse of Figure 1A, right), whereas in the second example (Movie 2) components with the same direction are
grouped together (as shown by the two red ellipses of Figure 1B, right).

The goal of this paper is to study quantitatively the transition between perception of flicker and of transparent motion and to simulate both perceptual effects using a single motion sensitive mechanism. In particular, we will show that the critical parameter for the transition from flicker to transparent motion is the relative phase (phase congruency) between the spatiotemporal Fourier components. We will also show that the data can be well simulated by a local energy model extended to the temporal domain.

For static images, it is known that recognition of the image depends on relative phase of Fourier components (Openheim & Lim, 1981; Piotrowski & Campbell, 1982) and that the perceptual structure of the images in salient features is dictated by the organization of the peak of local energy function (Morrone & Burr, 1988). By definition, local energy function is highly sensitive to the local phase congruency of various harmonic components and can predict quantitatively transparency effects of still images.

For motion, we have proposed an algorithm that, similarly to earlier edge-detection-tracking models (Hildreth,
1984; Marr & Ullman, 1981), first extracts visually salient features and then computes their velocity by tracking their energy over time. The feature-tracking approach to the analysis of motion has been somewhat neglected over the last few decades, being considered biological implausible. However, some experimental evidence suggests that feature-tracking may be used by the human visual system (Cavanagh & Mather, 1989; Derrington & Ukkonen, 1999; Georgeson & Shackleton, 1989; Morgan, 1992; Morgan & Mather, 1994; Pantle & Turano, 1992; Seiffert & Cavanagh, 1998). In particular, using the pedestal paradigm developed by Lu and Sperling, it is possible to bias the direction of a compound grating towards the trajectory of features (Lu & Sperling, 1995).

However, the prevailing direction is more often biased towards the direction of the prevailing energy of the stimuli (Georgeson & Scott-Samuel, 1999; Zaidi & DeBonet, 2000). The perception of motion transparency elicited by superimposed random-dot fields (Qian, Andersen, & Adelson, 1994a) or by superposed sinusoidal components of different orientations (plaids; Wilson, Ferrera, & Yo, 1992) can be simulated by motion energy models. These models compute motion energy independently for a battery of directional filters, tuned to various velocities and directions, and apply an opponent stage between opposite directions to compute locally or globally the net motion. Here we use three counterphase gratings close in the spatiotemporal domain so as to excite preferentially a stationary nondirectional filter, with balanced energy in the two directions of motion. We will show that energy models based on directional filters cannot mediate the capture effect of phase congruency. On the other hand, a model that shares many similar characteristics to the original model proposed by Chubb and Sperling (1988) for the detection of second order motion and to a subsequent extension for the detection of third order motion (Lu & Sperling, 2001, 2002) can simulate quantitatively the data.

To simulate the capture on motion direction by phase congruency, it is necessary to use a front stage mechanism that computes local energy function followed by a directional second stage mechanism (Chubb & Sperling, 1988).
Experimental methods

Stimuli

Stimuli were generated frame by frame on a Silicon Graphics Iris-35 workstation using dedicated software and the HIPS image processing package and displayed on a Barco Calibrator monitor (CDCT 6551) at 120 Hz temporal resolution. The monitor was driven by a graphic board (Cambridge Res. System 15 bits resolution) under the control of a PC computer. The whole stimulus subtended 20 deg of visual angle at a viewing distance of 57 cm.

Mean luminance, measured with a digital photometer Milta CS100, was 30 cd/m² and luminance nonlinearities were corrected separately for each of the three guns of the monitor to balance the chromaticity on the whole range of luminance.

The luminance profile of the stimulus used in first experiment, expressed as a Fourier series, is described by Equation 1,

\[ I(x, t) = L_0(x, t)(1 + C[\sin(\kappa_0 x + \omega_0 t) + \sin(\kappa_0 x - \omega_0 t)]) + CA\frac{1}{5}[\sin(5\kappa_0 x + 5\omega_0 t + \phi) + \sin(5\kappa_0 x - 5\omega_0 t + \pi)] . \]

The power spectrum is schematically shown in Figure 2A. The luminance profile in the vertical spatial dimension is constant. The \( w_0 \) and \( k_0 \) are the temporal and spatial frequencies of the fundamental equal to 2 Hz and 0.5 c/deg. \( C \) is the contrast of the fundamental and \( A \) the ratio of the contrast of the high frequency plaid pattern to the contrast of the fundamentals.

Note that the 2 fifth harmonics differ in phase by \( \phi - \pi \). The shift by \( \pi \) of one of the fifth harmonics was necessary to decrease the saliency of motion in that direction so it could be balanced by increasing the contrast of the high frequency plaid pattern in the motion discrimination task (see detailed explanation in the Experimental results section).

The luminance profile of the stimulus used in the second experiment, expressed as a Fourier series, is described by Equation 2,

\[ I(x, t) = L_0(x, t)(1 + C[\sin(\kappa_0 x + \omega_0 t + \psi) + \sin(\kappa_0 x - \omega_0 t + \psi)]) + CA\frac{1}{5}[\sin(5\kappa_0 x + 5\omega_0 t + \phi) + \sin(5\kappa_0 x - 5\omega_0 t + \phi + \pi + \pi)] . \]

The power spectrum is schematically shown in Figure 2B. This stimulus also has a constant luminance profile in the vertical spatial dimension.

Note that here \( \psi \) represents the absolute phase of the stimulus. Again 1 fifth harmonic is phase shifted of \( \pi \) (see detailed explanation in the Experimental results section).

Procedure

In both experiments, we measured the threshold for motion direction discrimination as a function of the contrast of higher frequency plaid pattern (parameter \( A \) in Equations 1 and 2, and boxes in Figure 2). This is an
evaluation of the transition point between perception of flicker and perception of directional motion.

We measured the influence on the perception of motion of relative ($\phi$, first experiment) and of absolute ($\psi$, second experiment) phase. In particular, for any fixed value of phase, we measured the contrast of the higher frequency components (parameter $A$ in Equations 1 and 2; see box in Figure 2) to perceive with equal probability leftward and rightward motion. Contrast of each fundamental frequency (parameter $C$ in Equations 1 and 2) remained constant and set to 0.1 in the first experiment and to 0.05, 0.1, and 0.3 in the second experiment (see Figure 2). The contrast $A$ was varied adaptively with the QUEST staircase algorithm (Watson & Pelli, 1983). Subjects reported, in a single-interval 2AFC procedure with feedback, the perceived direction of motion by pressing a CB1 button (Cambridge Research Systems). Correct motion direction was assigned arbitrarily to the direction of the fifth harmonic with variable phase. For any condition tested, data were obtained with more than five QUEST staircases, each comprising more than 40 trials.

The stimulus presentation duration was 1 sec, vi- gnetted with a Gaussian temporal envelope of time constant 250 ms to avoid transients at stimulus onset and offset. Values of temporal frequency and exposure were such that one entire period of fundamental was displayed to avoid spectral distortions of the original stimulus.

Two subjects participated to the experiment, one of the authors and the other naive to the goals of the experiment.

For each condition and for each subject, a cumulative maximum likelihood fit was performed off-line with all data, obtained in all sessions, using a Weibull psychometric function, described by Equation 3,

$$P(i) = 1 - 0.5e^{-\beta(x_i-T)}. \tag{3}$$

This curve expresses, on a logarithmic scale, the probability of motion direction discrimination in a 2AFC task as a function of contrast $x_i$.

The fitting procedure had one free parameter $T$; $\beta$—representing the slope of the psychometric curves—was set equal to 1.75. This value was assessed by using a two-parameter fit of the psychometric curves and by taking the average value across conditions and subjects. The variation of $\beta$ across conditions was not statistically significant.

Contrast threshold $T$ was defined as the contrast corresponding to 0.75 of the fitted curve. Threshold measurements were repeated for different values of phase shift ranging from 0 to $5\pi/6$. A two-interval 2AFC was used to measure contrast detection threshold of the higher frequency components, using the same analysis and fitting procedure as for the motion discrimination threshold, with $\beta$ set to 1.75.

## Experimental results

### Experiment 1: Dependency on relative phase of components

The basic stimulus was the sum of three sinusoidal contrast-reversing gratings, the first, the third, and the fifth harmonics of two drifting square wave gratings (see Figure 2A). To study the effect of relative phase, the phase of one of the fifth components was altered and was kept constant at 180 deg. The motivation for this phase manipulation becomes clear by observing Figure 3 that shows the spatiotemporal profiles of two example stimuli. The stimulus in Figure 3A has the phase of both fifth components equal to zero (Figure 3A), the stimulus in Figure 3B has 1 fifth component with phase equal to zero, the other with phase equal to 180 deg (corresponding to Equation 1 with $\phi = 0$). When there is no phase shift (Figure 3A), two clear pairs of edges oriented at ±45 deg are visible and have similar contrast: In this case, perception of direction of motion is ambiguous (see Movie 4). When the shift is 180 deg (Figure 3B), the pair of edges along 45 deg are weaker and less defined, given that the luminance profile along this velocity approximate a more triangular waveform as a consequence of the phase shift. The stimulus in Figure 3B elicits a clear motion perception bias in the direction opposite to the phase manipulation (see Movie 5).

The first experiment studies the effect of the relative phase between the fifth harmonics on motion direction bias. For a given value of $\phi$, we vary the contrast of the third and the fifth harmonics to discriminate a global direction of motion. An example psychometric function is shown in Figure 4 for $\phi = 0$ deg (black curve). By increasing the contrast of higher harmonics (parameter $A$ in Equation 1; see box in Figure 2), perception changes smoothly from flicker to transparent motion. When the contrast of higher harmonics is close to 0, the stimuli comprises only two sinusoidal gratings of the same amplitude, spatial frequency and speed, but opposite direction (components in the rectangle in Figure 2 are set to zero) leading to perception of flicker and to a chance performance. Conversely, when contrast of higher harmonics is set to maximum (0.03 for each third harmonic and 0.02 for each fifth harmonic), both directions of motion are perceived. This condition would still produce chance performance in a motion discrimination task. However, the phase shift of $\pi$ of one of the fifth components dampens the saliency of motion in the direction of this harmonic component (see Movie 5) and the transition between transparency and flicker can be assessed by measuring direction discrimination of motion. The balance for the example in Figure 4 is obtained for $CA \approx 0.018$ for $\phi = 0$ deg (black psychometric curve) (Equation 1). However, the balance is
achieved for $CA \approx 0.04$ when the phase $\phi = 120 \deg$ (red psychometric curve; Movie 6). To perceive a prevailing direction of motion, the subjects have to increase the contrast of the higher harmonic components by more than a factor of two when the phases of the 2 fifth components are more similar. We will refer in the following to the salient direction of motion as to “feature motion.” The justification of the use of this term will be given in the model section.

Figure 5 shows sensitivity to feature motion as a function of phase shift ($\phi$ in Equation 1). The ordinate plots the inverse of the multiplication of the parameters $C$ and $A$ in Equation 1. Quantitative results confirm previous qualitative observations. An increase in phase shift of the fifth harmonic ($\phi$) decreases sensitivity to feature motion in the direction of the component with phase $\phi$. When $\phi$ is zero, a bias in motion direction is perceived at twice the detection threshold of the higher component (dashed curves of Figure 5). When $\phi = 130 \deg$, more than a log unit of super-threshold contrast is needed to achieve a preference in motion direction, showing a strong dependence of motion upon the phase congruency between the various components. These results indicate that grouping across the same velocity components is enhanced when phase between harmonic is similar.

The results are highly consistent between the two subjects. Note also that phase dependency is very sharp especially for phase shift over $\pi/2$. This means that sensitivity to feature motion is particularly low for phase shifts over $\pi/2$. 

Figure 3. Perceptual effects of relative phase on image segmentation: (A) Three pairs of sinusoidal gratings moving in opposite directions, perceived as two gratings moving transparently. (B) After shifting by $\pi$, the phase of one component, the same stimulus is perceived as a single grating moving over a flickering pattern. Upper panels: Fourier power spectra. Middle panels: spatiotemporal representations of one period of the stimuli. Lower panels: temporal sequence of the stimuli.
Experiment 2: Dependency on absolute phase of components

Figure 6 shows sensitivity as a function of absolute phase shift (\( \psi \) in Equation 2). Changing absolute phase changes dramatically the spatiotemporal luminance profile of the stimuli. For example, the prevailing edges of Figure 3A are transformed into lines when \( \psi = 90 \) deg. However, there is almost no dependency of motion perception on phase shift. All subjects reported that when the phase offset was varied, the prevailing motion was attributed to different kinds of features, such as moving square wave gratings or sawtooth gratings. Nevertheless, as soon as the higher harmonics were perceived, the perception of flicker broke down to transparent motion. We measured the effect for three base values of the contrast of the fundamental harmonic. At higher contrasts, the sensitivity seems lower for phase offsets around 90 deg, suggesting a preference for edges than lines. However, the effect is very small, about a factor of 1.4.

Modeling sensitivity to phase

The psychophysical results of this paper show a strong dependency of perception of motion transparency on relative phase of harmonic components of one-dimensional gratings. The overall power of the left and the rightward motion is always balanced, so a simple model based on an overall energy measure (Adelson & Bergen, 1985; Grzywacz & Yuille, 1990; Heeger, 1987) would fail to predict qualitatively the results. However, models that are highly sensitive to phase congruency, such as the local energy model for spatial vision, or a general feature-tracking motion models are likely candidates to simulate the effect. Here we used an extension in the spatiotemporal domain of the local energy model for feature detection (Del Viva &
Morrone, 1998). Similar to earlier edge-detection-tracking models (Hildreth, 1984; Marr & Ullman, 1981), the model first extracts visually salient features and then computes the prevailing motion applying a second stage of analysis with operators that are velocity tuned.

Algorithm description

As in the original implementation of the model, the local energy function $E(x,t)$ in any point of the image is computed by convoluting the image $I(x,t)$ with pairs of bandpass spatial linear filters in quadrature phase $F_e(x,t)$ and $F_o(x,t)$ (Figure 7A, Equations 5 and 6). Local energy is then computed by summing the square of the outputs of convolution with each filter (Figure 7B, Equation 7). The local energy function is particularly sensitive to phase congruency: When the phases between harmonics are most similar, all the energy becomes concentrated in high peaks; for low phase congruency, the peaks become smoother and less defined. The local maxima correspond to the location of salient features. In the present algorithm (Figure 7), we did not segment the image by marking the features, but we use the local energy stage to transform the input in a function whose intensity is proportionally related to the salience of the spatial structure.

The obtained spatial saliency map was used to derive the prevailing motion direction. If the same feature travels at constant speed, the saliency map would show a single ridge in space-time and its orientation would give the velocity of the feature. An appropriate way to determine the orientation of the ridges is to convolve the saliency map again with detectors of various orientations and search for the detector that respond maximally.

For this second stage of analysis, we used oriented spatiotemporal filters tuned to different velocities. We evaluated several shapes of this battery of filters independently. Given that the stimulus comprises only two velocities, the local energy map obtained at first stage will excite maximally the second stage filter tuned at 45 and $-45$ deg (corresponding to velocity of $\pm 4$ deg/s). This fact, which was also verified experimentally, allowed us to simplify further the model by measuring only the response from these two orientations (see Equations 8 and 9). To assess the prevailing direction of motion, we measured the average...
motion contrast from the outputs of the two velocity-tuned second/stage filters using the quantity:

\[ O(\phi, K) = \frac{\int M_{\text{right}}(s,t) \, ds \, dt - \int M_{\text{left}}(s,t) \, ds \, dt}{\int M_{\text{right}}(s,t) \, ds \, dt + \int M_{\text{left}}(s,t) \, ds \, dt}, \]

(4)

where \( M_{\text{left}} \) and \( M_{\text{right}} \) are the outputs of convolution of the energy with filters \( (H_{\text{left}} \text{ and } H_{\text{right}} \text{ in Equations 8 and 9}) \) tuned to velocities at \( \pm 4 \text{ deg/s} \) (45 and \(-45 \text{ deg orientation in Figure 7C}).

The quantity \( O(\phi, K) \) can be thought as a measure of motion energy contrast and is obtained by integrating the output of the second stage filters over a full period of the stimulus. It is important to note that the ratio \( O(\phi, K) \) is not determined by the output of directional energy units, which is equivalent to applying a normalization to the output of motion opponent units, as previously used to simulate successfully the directional thresholds of two drifting gratings (Georgeson & Scott-Samuel, 1999). We will show that the second stage filtering is essential to simulate the psychophysical results (see Figure 10).
The stimuli used in this experiment are very simple, close in spatiotemporal frequency domain and one dimensional, allowing a simplification at the implementation of the model. We used only one pair of filters and we left the actual shape (peak frequency and bandwidth) of the odd and even front-end filters as a free parameter. The orientation of the filters was always kept constant and tuned at zero velocity.

The output of the convolution of the input $I(x,t)$ with a generic even filter oriented along zero velocity, $F_e(x,t)$, is given by:

$$
I(x,t) \otimes F_e(x,t) = C \left( \cos(\omega_0 t + \kappa_0 x) - \cos(\omega_0 t - \kappa_0 x) \right)
+ A \left( \cos(5\omega_0 t - 5\kappa_0 x) + \cos(3\omega_0 t - 3\kappa_0 x) \right)
+ A \left( \cos(3\omega_0 t + 3\kappa_0 x) + \cos(5\omega_0 t + 5\kappa_0 x + \phi) \right).
$$

(5)

The response of the odd filter is given by:

$$
I(x,t) \otimes F_o(x,t) = C \left( \sin(\omega_0 t - \kappa_0 x) + \sin(\omega_0 t + \kappa_0 x) \right)
+ A \left( \sin(5\omega_0 t - 5\kappa_0 x) - \sin(3\omega_0 t - 3\kappa_0 x) \right)
+ A \left( \sin(3\omega_0 t + 3\kappa_0 x) - \sin(5\omega_0 t + 5\kappa_0 x + \phi) \right).
$$

(6)

The shape of the front stage filters is given by the multiplicative constants $a_1$ and $a_2$ that represent the gain of the third and of the fifth harmonics respect to the fundamentals, respectively.

The energy is given by:

$$
E(x,t) = (I(x,t) \otimes F_e(x,t))^2 + (I(x,t) \otimes F_o(x,t))^2
= C^2 \left( \frac{-A \cos(5\omega_0 t - 5\kappa_0 x)}{5a_2} + \frac{A \cos(3\omega_0 t - 3\kappa_0 x)}{3a_1} - \cos(t-x) \right)^2
+ \cos(t+x) + \frac{A \cos(3t + 3x)}{3a_1} + \frac{A \cos(5t + 5x + \phi)}{5a_2} \right)^2
+ C^2 \left( \frac{A \sin(5\omega_0 t - 5\kappa_0 x)}{5a_2} - \frac{A \sin(3\omega_0 t - 3\kappa_0 x)}{3a_1} + \sin(t-x) \right)^2
+ \sin(t+x) + \frac{A \sin(3t + 3x)}{3a_1} + \frac{A \sin(5t + 5x + \phi)}{5a_2} \right)^2.
$$

(7)

Figure 8 shows two examples of the energy functions computed analytically following Equation 7. In this particular example, the amplitude of the higher harmonic is maximum and the phase $\phi$ is 0 deg for the left image and 150 deg for the right image (note only half of a period is represented). When $\phi$ is equal to 0 deg, energy peaks are more uniformly distributed along the negative diagonal (direction from back to front corner in the image) than when $\phi$ is equal to 150 deg. If the symmetries in spatiotemporal energy ridges were to give the prevailing motion direction, we would predict a clear sensation of motion along this direction when $\phi$ is equal to 0 deg, but not when $\phi$ is equal to 150 deg. This qualitative prediction is confirmed by the experimental data of Figure 4. At the contrast of higher harmonic equal to 0.6, the stimulus at phase 0 is perceived to be drifting along the direction of the fifth harmonic, in phase with the fundamental (corresponding to $-45$ deg in the images of Figure 7), whereas no net motion was perceived for phase 150 deg.

To simulate quantitatively the data, we measured the motion energy contrast given by $O(\phi,K)$ as function of the contrast of the high harmonics. Figure 8B shows an example of a simulation for stimuli with phase equal to...
0 and 150 deg and for a spatiotemporal profiles of second stage filters, given by difference of Gaussian distributions oriented along \( x = \pm \frac{2}{\sigma_x} t = \pm A t \) (see Figure 7C), that follow the equations:

\[
H_{\text{left}}(x, t) = e^{-\frac{(x+4t)^2}{2\sigma_x^2}} e^{-\frac{(x-4t)^2}{2\sigma_i^2}}
\]

and

\[
H_{\text{right}}(x, t) = e^{-\frac{(x-4t)^2}{2\sigma_x^2}} e^{-\frac{(x+4t)^2}{2\sigma_i^2}},
\]

where \( \sigma_x \) and \( \sigma_i \), the space constants of the excitatory and inhibitory filters, are equal to 0.17 and 0.13 deg, respectively. The standard deviation along the orthogonal direction \( \sigma_y \) is always kept constant to 1 deg, which at the stimulus speed of 4 deg/sec corresponds to 0.25 s (the dependency of the model on the exact shape of the second stage filter is shown in Figure 9).

The dependency of \( O \) on the high frequencies contrast is not linear, given that an expansive nonlinearity is applied to the computation of the local energy function and a divisive normalizing term is used to estimate motion contrast (Equation 4). To simulate the psychophysical data, we imposed an arbitrary threshold on the motion energy contrast, chosen such to provide the best fit for the data corresponding to a phase shift of 90 deg (corresponding to a motion contrast of 0.1). For all the contrast curves at the various phase shifts, we evaluate the contrast of the higher harmonics corresponding to the same motion energy contrast threshold. Simulations are reported in Figure 9 for various choices of the free parameters. Figure 9A shows the simulation results calculated for each value of phase shift together with experimental data (black circles). In this case, the second stage filters given by Equations 8 and 9 were used. The different symbols refer to different shapes of front stage filters obtained by varying the relative gain of the various harmonics (parameters \( a_1 \) and \( a_2 \) in Equations 5 and 6). The factors correspond to filters with spatial bandwidth from 2.7 to 3.9 octaves and temporal bandwidth of 2.6–3.6 octaves, when the values at the three frequencies are fitted with a parabola on log units in spatial frequency (Morrone & Burr, 1988) and the temporal filter is considered very broad and flat in the temporal frequency domain. The model fits the data very well and it is robust to the shape of the front filters. It predicts also the fast decrease in sensitivity observed at \( 5\pi/6 \), which is a peculiar characteristic of the perception of these stimuli.

We also simulated the data with different second stage filters, obtained with masks with different spatiotemporal distributions: with excitatory regions only (Figure 9B, diamond and circles); for two different sizes of the excitatory central Gaussian (\( \sigma = 0.13 \) and 0.07 deg); with excitatory and inhibitory regions (Figure 9B, square and triangles); for two different sizes of the excitatory central Gaussian (\( \sigma = 0.13 \) and 0.17 deg); and two different sizes of the inhibitory central Gaussian (\( \sigma = 0.17 \) and 0.3 deg).

The length of the mask (given by \( \sigma_i \) in Equations 8 and 9) was always kept constant. The results show that the second stage filters that best simulate the data are those with the smaller excitatory center. The presence of an inhibitory surround does not change substantially the pattern of results. The smaller filters are those that more closely match the size of the ridges of local energy.

**Directionality of the front stage filter**

The described algorithm used the same attenuation factors for each harmonic of the pairs with opposite motion directions. This corresponds to using a front stage filter that it is not directional but separable in space-time. This type of filter has been chosen because it optimizes the coding of phase between all components, without segregating...
them for direction of motion. As evident from Equation 7, local energy from space-time separable filters contains terms at all possible beat frequencies between the various harmonics. A phase discrepancy between harmonics will generate beat frequencies with different phases, spreading the peaks of the energy function (for details and mathematical proof of the relation between local energy and phase congruency, see Morrone & Burr, 1988).

Here we modify the algorithm to study if the psychophysical data could still be simulated using two directional filters tuned to the two prevailing velocities, instead of a single nondirectional one.

Figure 10 shows the difference between the local energy calculated for the filter tuned to a velocity of 4 deg/s and that calculated for the filter tuned to the opposite velocity. Positive increasing numbers are represented with increasing value of red luminance, negative numbers with the green luminance. The Figure 10A shows the difference in the energy functions when the stimulus had a $\phi$ that was equal to 0 deg, Figure 10B when the stimulus had a $\phi$ that was equal to 150 deg. We measured the contrast of the harmonic required to reach threshold considering different manipulation of the two energy functions. The results are shown in Figure 10C. The scaling factors between the various curves are different and chosen arbitrarily to give the same value for the phase of 90 deg for an easy comparison between models. The contrast sensitivity did not vary with phase when the overall integral of the energy function for the filters tuned to positive and negative velocities are considered separately. This is a simple consequence of Parseval’s theorem, given that the overall power of the output of the two filters is equal. However, the integral of the positive (orange symbols) and negative (green symbols) values of the difference between the outputs of the two directional filters also did not vary with phase. This indicates that an opponent stage mechanism is not sufficient per se to explain the dependency on phase. All of the above models would always predict perception of both direction of motion with no bias (remember that the scaling factor is arbitrary).

The introduction of a normalization stage (Georgeson & Scott-Samuel, 1999) after the motion opponent stage does not change significantly the predictions of the Adelson model because the normalization $(E_{\text{left}} + E_{\text{right}})$ is quite constant over space, and a model that considers or the maximum activity or the overall activity for the two directions also fails in simulating the phase dependency effect.

Introducing a second stage mechanism that measures elongation of the ridges of the output of the opponent stage did not improve the fitting of the data (purple curve). This model does show a dependence on phase, but the dependence is too modest to capture the pattern of the psychophysical data (black circles). For comparison, the results of the model of Figure 7 are also shown (red triangles).

**Discussion**

Here we report a new motion illusion, where the prevailing perceived direction of motion is strongly influenced by the relative phase of the harmonic components of the stimulus. The perception of two gratings that drift transparently in opposite directions can be biased towards a prevailing direction by changing the phase of one of the higher harmonics: the direction with greater phase congruency will prevail over the other direction. We also showed that the absolute phase of harmonic components is not an important parameter, excluding the possibility that
local luminance cues could be mediating the effect. It is not the phase shift of the single component that it is important, but the relative relation between the phases of the various components (phase congruency).

Tolerance to phase discrepancy is quite large—up to about 90 deg—thereafter there is a rapid decrease in sensitivity. For phase differences between the two high harmonics of about 30 deg, the task becomes impossible, indicating that the neuronal underlying mechanisms are not able to distinguish this phase difference. Interestingly, spatial vision mechanisms seem to have a similar low sensitivity to phase both for tasks that require a simple form recognition (Bennett & Banks, 1987; Burr, 1980; Martini, Girard, Morrone, & Burr, 1996; Morrone, Burr, & Spinelli, 1989; Rentschler & Treutwein, 1985) and for tasks that require complex recognition of the general structure of transparent images (Morrone & Burr, 1997).

The analogy with spatial vision is quite interesting. The manipulation of the phase between harmonics of various orientations induces a perceptual bias in the prevailing orientation of the static scene (Morrone & Burr, 1997), even when the amplitude spectra are balanced between the various orientations. The similarity with the present findings indicates that the phenomenon is quite general. A similar mechanism probably mediates the sensitivity to phase congruency in space between different orientation bands and in space-time between different velocities and directions of motion. For static patterns, points of maximum phase congruency can be detected well by locating the local maxima in the local energy function (Morrone & Burr, 1988; Morrone & Owens, 1987), and these points usually correspond to salient features. The local energy maxima mark different types of visual features simultaneously, such as borders, specularities, shadows, bars, and combinations of them (Morrone & Burr, 1988, 1997). The organization of the feature map corresponds closely to the structure perceived by human observers and predicts many visual illusions (Morrone & Burr, 1997; Ross, Morrone, & Burr, 1989).

In the space-time domain, the velocity of features can be derived by evaluating the space-time orientation of the local energy ridges at each local maxima (Del Viva & Morrone, 1998; Zetzsche & Barth, 1991). These algorithms achieve both fine spatial localization and reliable estimation of velocity, fulfilling many of the demanding tasks imposed by our visual system (including the perception of non-Fourier stimuli). In these algorithms, the orientation of the ridge was evaluated by studying the local curvature, optimizing computational complexity. In other algorithms, phase congruency is explicitly evaluated and tracked over time (Fleet & Jepson, 1990). Here we evaluate the direction of the ridge by using second stage spatiotemporal filters of various orientations to simulate more closely the biological visual system. However, all these algorithms apply a second stage analysis after the computation of a local energy function.

The exact parameters of the front stage filters are not crucial, provided that the filter is sensitive to the frequency range between the first and the fifth harmonics. Filters that attenuate more the first harmonics than the fifth harmonics, over a range of 10 and 20 times, produce practically identical fitting results. However, to simulate adequately the data, all filters need to have separable spatiotemporal frequency tuning and hence be not directional. These kinds of filters are optimal to detect the phase congruency of the stimuli used here. Directional filters, that selectively sense only one of the two velocities will always perceive transparent balanced motion.

The selectivity of the second stage appears to be more important. Large filters, both with and without a center-surround inhibition, are less sensitive to the phase congruency and are not able to predict the rapid fall at about 120 deg phase shift. On the contrary, filters with a narrow spatiotemporal spread of the central region can fit the experimental data very well. The spread is about 5% of the periodicity of the input stimulus, indicating that the evaluation of the local curvature is very localized. We did not explicitly locate the peak and hence the features, but we simply measured the prevailing orientation of the output of the second stage filter. This strategy was sufficient to simulate the direction discrimination data. However, the simulation of more detailed motion perception may require that individual features are tracked and the orientation of the individual ridges need to be measured, as proposed by several other models (Del Viva & Morrone, 1998; Fleet & Jepson, 1990; Zetzsche & Barth, 1991).

There is ample evidence in the literature over the last two decades that the perception of motion is mediated by several different types of mechanisms that operate in parallel. Some aspect of motion requires only a first stage analysis (usually referred to as first order or Fourier motion) performed by directional filters (Adelson & Bergen, 1985; Burr, 1983; Burr & Ross, 1987; Watson & Ahumada, 1985). Others require a second order analysis (Badcock & Derrington, 1985; Cavanagh & Mather, 1989; Chubb & Sperling, 1988; Derrington & Badcock, 1985), usually implemented as an intrinsic nonlinearity applied at the input stage (Chubb & Sperling, 1988; Lu & Sperling, 1995, 2001). It is also widely accepted that if the power of the stimulus is not homogeneously distributed, the prevailing velocity will determine the saliency of perception (Chubb & Sperling, 1988; Georgeson & Scott-Samuel, 1999; Lu & Sperling, 1995; Zaidi & DeBonet, 2000). The stimuli used here are balanced in power and therefore the output of linear front stage mechanisms will be balanced. Even second order mechanisms based on motion energy could not explain the prevailing direction of motion and the dependence on phase (Adelson & Bergen, 1985; Adelson & Movshon, 1982; Movshon, Adelson, Gizzi, & Newsome, 1985). Second order mechanisms that compare locally outputs from different velocity would be insensitive to the phase parameter, although some of these algorithms
are very sophisticated and simulate many visual motion illusions successfully (Heeger, 1987; Weiss, Simoncelli, & Adelson, 2002; Yuille & Grzywacz, 1988) and some aspect of transparent motion perception (Qian et al., 1994a). In particular, an energy mechanism that locally measures the difference between opposite directions (Qian, Andersen, & Adelson, 1994b) can predict the transparency between simple random dot fields, but not the dependence of transparency on phase congruency, as shown by the red and green curves of Figure 10. To simulate the data, it is necessary that a second stage mechanism, oriented in space and time, follows the nonlinearity imposed by the front-end mechanism. This suggests that to simulate nonlinear perceptual phenomena like those illustrated here (and more generally the motion of contrast modulated stimuli), the spatial nonlinearity must precede the spatiotemporal correlation stage (in agreement with recent motion perception models; Benton, Johnston, McOwan, & Victor, 2001; Chubb & Sperling, 1988; Lu & Sperling, 2001; Solomon & Sperling, 1994; Turano & Pantle, 1989; Wilson et al., 1992). In this respect, the proposed model bears several similarities with the initial models proposed by Chubb and Sperling (1988) and Lu and Sperling (1995) and to the natural extension of this model where the motion is generated by features that belong to different domains like texture, color, and depth (Lu & Sperling, 2001, 2002). In all these models, it is the neuronal salience associated with the feature that is tracked over time. The standard model for luminance stimuli first performs a full-wave rectification after appropriate spatiotemporal separable filtering (called texture grabbing) and then applies standard Reichardt (1961) model to derive velocity (van Santen & Sperling, 1985). The computation of the local energy stage can perform the same function as feature grabbing. To distinguish which of the two models more closely simulates the neuronal mechanisms, specific tests need to be devised. However, the fact that motion did not vary with the global phase between harmonics favors the local energy alternative. The full-wave rectification of the texture grabbing modulus (Chubb & Sperling, 1988) would produce quite different outputs depending on the global phases of the stimuli. Global phase changes induce dramatic changes in luminance profiles and in the Michelson contrast of the present stimuli as much as a factor of 2. A full rectification would be highly sensitive to these variations.

The proposed model is similar to earlier edge detection models (Hildreth, 1984; Marr & Ullman, 1981) that compute feature velocity by tracking them over time.

The feature-tracking approach to the analysis of motion has been somewhat neglected over the last few decades, being considered biologically difficult to implement. However, some experimental evidence suggests that feature-tracking may be used by the human visual system (Cavanagh & Mather, 1989; Derrington & Ukkonen, 1999; Georgeson & Shackleton, 1989; Morgan, 1992; Morgan & Mather, 1994; Seiffert & Cavanagh, 1998; Turano & Pantle, 1989) and that feature tracking may play an important role in solving the ambiguity of plaid stimuli (Alais, Wenderoth, & Burke, 1994, 1997; Bowns, 2002; Derrington & Ukkonen, 1999; Wilson et al., 1992). It is also important to note that several feature-tracking algorithms are able to mediate several types of first order motion. The present model would fail to detect the direction of motion of a simple sinusoidal grating given that it uses only the filter that is selective to zero speed. However, it has been developed to detect directional biases in energy-balanced stimuli and for these types of stimuli the stationary filter is the most selective. Analogously, for unbalanced motion energy stimuli, it is highly possible that the appropriate front stage energy filters would be the most active directional filters. In this case, the front-end nonlinear modulus should be substituted with a battery of motion energy filters tuned to different velocities. Current experiments on motion perception of compound gratings with different group velocities seem to support this hypothesis.

At present, it is difficult to assess whether a single motion detection mechanisms able to mediate all aspects of motion perception, or whether different mechanisms are necessary, and if these are totally independent (Clifford & Vaina, 1999; Smith & Ledgeway, 2001) or operate serially (Zanker, 1993). The present data indicate that one mechanism based on feature tracking applied after a nonlinear front stage could in principle handle and simulate several aspects of motion. The output soon after the computation of motion energy could be used to evaluate motion, being sensitive to Fourier motion and selective to high temporal frequencies. The feature tracking performed by the second stage directional mechanisms will provide a parallel evaluation of motion, selective to non-Fourier motion and less selective to high frequencies given the blur introduced by the second stage convolution. In this framework, the detection of Fourier and non-Fourier motion will have similar selectivity given the common front stage filtering. This is in agreement with several psychophysical results showing a common selectivity for first and second order motion (Benton et al., 2001; Smith & Ledgeway, 2001), but also with the known preference for lower temporal frequency for non-Fourier motion (Derrington, Badcock, & Henning, 1993; for review, see Lu & Sperling, 2001). It is also consistent with the finding of long-range motion mechanisms that operate at a high level (Braddick, 1980). The hypothesis is also consistent with several electrophysiological data that show directionally tuned mechanisms at the level of V1 and V2 that respond predominantly to the Fourier motion and with the properties of MT neurons showing a genuine selectivity for speed (Perrone & Thiele, 2001). Interestingly, the speed tuning of MT neurons is well simulated with the selectivity imposed by the second stage oriented mechanisms used to simulate the present data.

The predictive power of the model for the present data and the data about first and second order motion
characteristics from many laboratories indicate that the search for a mechanism that could handle many, if not all, aspects of motion perception should be pursued within the framework of feature-tracking models.
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